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Figure 1: Users collaborating using the TeleGate system. A shared immersive display is used to prevent crucial facial and bodily cues
from being obscured by VR headsets. Virtual objects are realistically blended into live or pre-recorded 360° video using real-time
lighting estimation, allowing this display to act as a “window” into remote spaces that can be manipulated using handheld controllers.

ABSTRACT

When collaborating on virtual content within 360° mixed reality envi-
ronments it is often desirable for collaborators to fully immerse them-
selves within the task space, usually by means of a head-mounted
display. However, these socially isolate any co-located collaborators,
removing the ability to communicate through important gestural,
facial, and body language cues. We present TeleGate, a system
that instead utilises a shared immersive display to allow collabora-
tion within remote environments between an arbitrary number of
users, keeping collaborators visible while allowing immersive and
interactive collaboration within remote environments.

Index Terms: Human-centered computing—Mixed / augmented
reality; Human-centered computing—Collaborative interaction;

1 INTRODUCTION

In an increasingly connected world, people often find it desirable to
collaborate together within remote mixed reality spaces to accom-
plish some shared goal. Engineers may wish to survey disaster areas
without endangering themselves, furniture stores may wish to show
customers what their products would look like in their homes, or
builders may wish to overlay blueprints on their construction sites.
Many systems [8, 13] propose virtual reality as the solution, al-
lowing collaborating users to fully immerse themselves within a
shared space. This can often induce a significant sense of spatial
presence within the remote environment [10] due to the ability to
obtain novel viewpoints [5, 13], but does so at the expense of iso-
lating users from the real world and any co-located collaborators.
This can obscure important gestures and body language that are
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crucial in understanding a statement’s intent [1, 11], making coor-
dination between collaborators more difficult [2] and subsequently
task completion time [3, 4, 6]. The wisdom of sharing HMDs in
a post-COVID-19 world must also be considered in public spaces
such as schools and department stores where users are unlikely to
supply their own headsets.

2 SYSTEM OVERVIEW

We present TeleGate, an immersive collaborative system that places
co-located users in front of a large semi-encompassing immersive
display, allowing for more intuitive and efficient communication
through gestures, gaze, and other body language [3, 11]. Multiple
users may come together and interact within a remote environment
captured live by a 360° camera, placing and interacting with virtual
objects which are dynamically lit based on the conditions detected
within the 360° video using MR360 [7]. As users’ view of the
real world is no longer occluded by an HMD they are now free to
communicate as they would for real-world tasks, though with the
benefit of introducing realistic virtual content and real-life remote
spaces. The immersive display thus acts as a kind of “window” into
the mixed reality content through which an arbitrary number of
viewers can peer, allowing scalability without increasing equipment
costs and avoiding hygiene concerns in a post-COVID-19 world.

2.1 Camera Control

To enhance the illusion of the immersive display being a window into
the virtual world, the properties of the virtual camera are dynamically
calculated and adjusted based on the display’s real-world dimensions.
An HTC Vive tracker is attached to the corners of the display, as
shown in Fig. 2, and the horizontal field of view of the virtual camera
is calculated based on the display’s aspect ratio and its distance from
the world origin. This distance is also used to set the position of the
near clipping plane so that virtual objects are removed from view at
a distance that users expect.

The direction of this virtual camera can be controlled by users
to increase their spatial presence within [5, 13] and spatial under-
standing of [9] the presented 360° environment. Reorientation is
performed through a “scene in hand” technique [12], where any rota-
tions of an HTC Vive controller while its grip buttons are depressed
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Figure 2: (Left): The parameters of the render camera are calculated from the dimensions of the real-world display. (Centre and Right): The user’s
pointer is redirected to match their perspective and the intended pointing direction by raycasting from their real-world position.

are reflected in the rotation of the virtual camera.

2.2 Object Control

Each user’s handheld controller can also be used to manipulate and
interact with virtual objects augmented onto the 360° video. A
ray is cast from their controller’s tip (rl in Fig. 2) and the point
at which this ray intersects with the display is calculated based on
its orientation and position relative to the display’s corners, then
offset by a ray from the camera to this point on the display (r2). The
resulting ray is rendered, allowing users to point to areas of interest.
When a virtual object is pointed to, it can be picked up by pulling
the trigger and moved by pointing to the desired destination. Pressing
the touchpad also allows the carried object to be scaled or rotated by
moving the controller vertically or horizontally, respectively.

3 EVALUATION

A preliminary user study was conducted using a within-subjects de-
sign with 22 participants to compare the spatial and social presence
induced by TeleGate compared to a more conventional HMD-based
system. Wilcoxon signed-rank tests (ot = 0.05) revealed an expected
significant decrease in spatial presence (p < 0.0001, Z = —4.076)
and no significant difference in social presence (p = 0.071, Z =
—1.802), though an increase emerges when the question “(I—My
partner) was easily distracted from (my partner—me) when other
things were going on)” was excluded (p = 0.038, Z = —2.09) which
suggests HMDs as useful for focusing on conversation, even if it
potentially becomes constrained in the process.

4 CONCLUSION

We presented TeleGate, an immersive collaborative system that
avoids the pitfalls of VR teleconferencing by leaving collabora-
tors visible to each other through use of a large immersive display.
This allows intuitive conversational cues such as gestures, facial
expressions, and body language to be used, and also avoids hygiene
concerns of public headset use in a post-COVID-19 world. The
display acts as a window to a remote 360° space with virtual objects
seamlessly blended in using real-time lighting estimation which can
be intuitively manipulated using handheld controllers.
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